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Abstract In this paper, an alternative algorithm which uses Wu’s method (differential characteristic set algo-
rithm) for the complete symmetry classification of (partial) differential equations containing arbitrary parameter is
proposed. The classification is determined by decomposing the solution set of determining equations into a union
of a series of zero sets of differential characteristic sets of the corresponding differential polynomial system of the
determining equations. Each branch of the decomposition yields a class of symmetries and associated parameters.
The algorithm makes the classification become direct and systematic. This is also a new application of Wu’s method
in the field of differential equations. As illustrative examples of our algorithm, the complete potential symmetry
classifications of linear and nonlinear wave equations with an arbitrary function parameter and both classical and
nonclassical symmetries of a parametric Burgers equation are presented.

Keywords Differential characteristic set algorithm - Parametric differential equations - Symmetry classification -
Wu’s method

1 Introduction
1.1 Symmetry-classification problems

The classical symmetry method, originally developed by the Norwegian mathematician Sophus Lie (1842—-1899),
leads us to one-parameter groups of transformations acting on the space of independent and dependent variables that
leave the considered (partial) differential equations (PDEs) unchanged. In his work, Lie pointed out that this type
of symmetry group is of great importance to understand and construct solutions of PDEs. Nowadays, Lie’s theory
has been widely used in diverse fields of mathematics and in almost any area of theoretical physics [1, Chap. 1],
[2, Chap. 4].
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In symmetry analysis of PDEs, traditionally, there are two interrelated problems. The first one is finding the max-
imal symmetry admitted by a given system of PDEs. The principal tool for handling this is the classical infinitesimal
algorithm (Lie’s algorithm) developed by Lie. It reduces the problem to finding the corresponding Lie algebra of
infinitesimal vectors (InfVs) whose infinitesimal functions are found as solutions of some over-determined system
of PDEs, called determining equations (DTEs) [1, Sect. 2.4], [2, Sect. 4.1.3], [3, Chap. 2]. In determining sym-
metries, tedious, mechanical computations are involved. Even the determining of symmetries of a modest PDE is
prone to fail, if done with pencil and paper. Programmable computer-algebra systems (CASs) such as Mathematica,
Maple, are extremely useful aids in such computations. Reid [4-7], Schwarz [8,9], Wolf and Brand [10], Mansfield
[11,12], Lisle and Reid [13], Boulier et al. [14, 15] and many others (see [16, Chap. 13], [17] and references therein)
partially implemented algorithms and sophisticated symbolic codes in CASs for that purpose. Of them, the CAS
Maple packages rifsimp, diffalg and diffgrob2 are more powerful and widely used. Cartan’s exterior-
form approach [18], Janet—Riquier theory [8,9,19,20], Grobner base algorithm [11], Rosenfeld—Grobner algorithm
[14], Ritt—Kolchin differential-algebra method [21,22], formal power-series analysis [6,7], etc can be used to solve
DTEs. However, there are still many open problems in determining symmetries [23]. The second problem is classi-
fying PDEs that admit a prescribed symmetry group. For a family of PDEs with arbitrary parameters 6, finding both
the parameters 6 and corresponding maximal set of symmetries Gy is called the symmetry-classification problem
of the family of PDEs [3, pp. 61-68]. The problem is not only interesting from a purely mathematical point of view,
but also important for practical applications. A variety of PDEs recognized in engineering and physical science
as mathematical models for a diversity of natural phenomena involve arbitrary parameters or constitutive laws.
Naturally, these arbitrary elements are determined experimentally or from a “simplicity criterion.” It often occurs
that one can achieve the same result by the requirement that an arbitrary element be such that the corresponding
model equation admits an additional symmetry. Thus we come to the problem of symmetry classification of PDEs.
For example, the wave equation u;; = (F (u#)u, ), and the Burgers—KdV equation u; + cuuy + Buyy + Yityxy =0
contain parameters 6 = {F(«#)} and 6 = {«, B, y}. The symmetries G¢ of these equations are different as different
values are taken by the parameters 6 [24]. The symmetry classification permits us to choose purposefully the proper
form and correct values of such parameters 8 so that we get the best modeling of physics problems. This point of
view is supported by the fact that the most successful mathematical models in theoretical and applied science have a
rich symmetry structure. Indeed, the basic equations of modern physics, the wave, Schrodinger, Dirac and Maxwell
equations are distinguished from the whole set of PDEs by their Lie and non-Lie (hidden) symmetries; see, e.g.,
[25, Chap. 2] for more details on symmetry properties of these equations.

The first systematic investigation of the problem of symmetry classification was carried out by Lie [26] for
linear second-order PDEs with two independent variables. Today, there is a considerable literature on the sym-
metry-classification of PDEs of physical interest. Problems of general symmetry classification, except for really
trivial cases, are very difficult. Apart from the difficulties that exist in determining symmetries, we have additional
difficulties in symmetry-classification problems brought about by involved parameters. For this reason, finding an
effective approach to simplification is essentially needed. There are different techniques used to solve symme-
try-classification problems. An accepted common strategy is the utilization of equivalence transformations. The
equivalence relation divides the set of all PDEs of a given family into disjoint classes of equivalent equations. One
chooses a representative for each of the classes, thus simplifying the DTEs. The method, which is quite intricate in
general, is efficient when applied to particular families of PDEs. The second method applied to the problem is the
method of preliminary symmetry classification [27]. One can observe in applications of symmetry analysis that most
symmetries resulting from symmetry classification are, in effect, subgroups of equivalence groups. Accordingly,
one can consider the restricted problem of symmetry classification by taking symmetries from equivalence trans-
formations. Then the problem reduces to the construction of optimal systems of Lie subalgebras. Lie [26] pursued
this way in his classification of ordinary differential equations. This approach was also employed by Akhatov et al.
[27-29] and was called the method of preliminary group classification. Recently, Zhdanov et al. [30,31] developed
a compatibility method for solving the symmetry-classification problem for the nonlinear Schrodinger equation. In
[32,33], Popovych et al. extended the method to the complete symmetry classification of an evolution equation by
further considering the so called additional equivalence transformations.
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In compatibility methods, it seems that inspecting specific classifying equations (or relations) satisfied by param-
eters from DTEs is a critical point. In the preliminary method, finding the optimal systems of Lie subalgebras is a
hard task. Especially, in higher-dimensional and nonlinear cases, it is too difficult to get these systems.

On implementation of symbolic computation codes, the Maple packages rifsimp and diffalg can be used
to perform the complete symmetry classifications [4-7,15,34]. When applied to symmetry classifications, they
yield the classification trees, automatically executed by both diffalg and rifsimp in Maple.

1.2 Characteristic-set method

In mechanical (automatic) theorem-proving fields, there is a fundamental algorithm called the characteristic-set
algorithm (also named Wu’s method) [35], [36, Chap. 3], [37], established by the Chinese mathematician Wu Wen
Tsun in the 1970s, based on Ritt’s theory [22, Chap. 5]. It also has become a fundamental algorithmic theory in
algebraic geometry together with the Grobner base algorithm [38, Chap. 2]. The method has been applied in a wide
range of science fields, such as mechanical theorem proving [35], optimization problems, surface-fitting problems
in CAGD, Bar Linkage Design, - - -, etc [36, Chap. 36]. The differential analogue of Wu’s method was proposed
in the 1980s [37]. The method is more especially on target to deal with the zero set of a differential polynomial
system (dps) and efficient differential elimination without directly involving the concept of an algebra ideal. The
analysis of zero sets of a dps in the method gives rise to the fundamental notion of a differential characteristic
set (dchar-set) and further principles under the names: Well-ordering principles, Zero-decomposition theorems,
Variety-decomposition theorems, etc.
In Wu’s algorithmic theory, a geometry Theorem is defined as

Definition 1 A theorem consists of a dps called a hypothesis set (denote it as HYP) and a dps called a conclusion
set (denote it as CONC). Then we say that the theorem is TRUE if Zero(HYP) C Zero(CONC), i.e.,

CONCl|yyp_o = 0. M

On mechanical theorem proving, Wu gave the following fundamental Theorem [37].

Theorem 1 (Principle of mechanical theorem proving) For a Theorem with hypothesis set HYP and conclu-
sion set CONC, if DCS is a dchar-set of HYP and Prem(CONC/DCS) = 0, then the theorem is true under the
non-degenerate conditions 1S# 0, where 1S is an ISP of the DCS.

The definitions of dchar-set, remainder operator Prem and ISP of a dps, etc are given in the next section. Because
the operator Prem is completely constructive, a Theorem can be proved by computer using Theorem 2.

In usual geometry theorems, the geometric entities and geometric relations are understood to be in the usual
exact geometrical sense so that degeneracies are implicitly discarded. Otherwise the theorem may not be true or
even devoid of meaning. In Theorem 2, IS is an important object. In geometry, IS = 0 corresponds to the degen-
eracy cases of the geometric figure. While, in solving algebraic equations, it represents the solvable conditions of
HYP = 0. The dchar-set algorithm used in the theorem gives a way to get these degenerate cases and check whether
the theorem is true on these degenerate cases.

Although the two subjects (theorem proving and symmetry classification) are far from each other, the formal
similarity statements of both theorem proving and symmetry criterion (compare (1) and (3)) enlighten us that the
method used in mechanical theorem proving can be used to deal with the symmetry-classification problem. We
will show that Wu’s method is more suitable to deal with symmetry-classification problems. And the classifying
equations come from the degeneracy conditions of dchar-sets of the dps obtained from DTEs. This is the critical
step toward obtaining the complete symmetry classifications of a given PDE system.
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1.3 Contents of the paper

In this article, we look into the symmetry-classification problem of a class of PDEs with arbitrary parameters from
a different point of view by employing the differential form of Wu’s method. We will show that Wu’s method
provides us with a direct, systematic algorithm for determining the complete symmetry classification of a class of
PDEs. Therefore, the algorithm will lead to some explicit applications in physics and engineering.

The rest of this paper is organized as follows. In Sect. 2, we give a formal statement of the problem of the
complete symmetry classification of parametric PDEs; in Sect. 3, we first briefly recall the dchar-set algorithm for
a dps and basic results on it. Then, based on the dchar-set algorithm for a dps, an alternative algorithm for the
complete symmetry classification of a system of PDE:s is given; in Sect. 4, we present illustrative examples to show
the efficiency of our algorithm; in Sect. 5, we give some concluding remarks and discussions.

2 The complete symmetry-classification problem

In this section, we give a mathematical description of the problem of the complete symmetry classification of a
parametric family of PDEs.

Let X = (x1,x2,...,x)) be independent variables and U = (uy, uz, ..., uy) be differentiable real functions
of X. Use U%* = {u‘?‘ i=12,...,q}, where @ = {a1,...,ap} € Zfl(ZJr is the set of non-negative integers)
and uf‘ = %, (la] = a1 +az + --- + «ap), denote the derivative terms of U with respect to (w.r.t) X.

X 0Xp
LetoU = {U% ax € Z ﬁ:}. The notation Ky represents a differential field of functions of X with derivative oper-
ators dy,,i = 1,2,..., p and Kx[dU] is the differential polynomial (d-pol) ring with indeterminates dU over

Kx. As usual in differential algebra, we use the notation Zero(DPS) for the zero points set (differential algebraic
variety) of a dps DPS C Kx[dU] over a universal field of Kx. This corresponds to the solution set of the DPEs
DPS = 0. For a d-pol I € Kx[dU], we use Zero(DPS/I) to denote the zero points of DPS with I # 0, i.e
Zero(DPS/I) = Zero(DPS)\Zero(I) (See these preliminary concepts and notations in abstract differential algebra
in [21, Chap. 4], [35], [36, Chap. 3], [37]).

Remark For the computation, Ky should be considered as a more concrete differential field, such as the differential
field of meromophic functions or its various differential subfields.

We introduce the symmetry-classification problem by considering a family of PDEs
AO; X,0U) =0, 2

with parameter 6. Without loss of generality, we consider both the case of parameter § € K'Y for an integer m > 0
(or we consider the problem on a proper extended field) and the case of A(6; X, dU) C Kx[dU]. Let Gy be the
maximal symmetry of the family of PDEs (2). The intersection of symmetry Gy for all parameters 6 will be called
the kernel of symmetry Gy, denoted by G [3, pp. 66—67]. Because of this definition, the symmetry G is admitted
by the family of PDEs (2) for arbitrary parameter 6. It is equivalent to Go S Gy for all parameters 6 as Go and
Gy are sets of transformations. If for some particular value 6 of the parameter 6, Gz # Go, then the particular
symmetry Gz corresponding to the value 6 is called an extension of G, and § can be called a specialization of the
parameter 6. According to Lie’s symmetry theory, we know that determining Gy is equivalent to determining its
InfV

Xy = E9(X, U) - 0, + ¢o(X, U) - 3.

The InfV corresponding to the kernel Gy is denoted by X)), called the kernel algebra. For each specialization 6 of
parameter 6, the InfV X5 constitutes the Lie algebra of the family of PDEs (2) with 6 = 6. Hence, if Xz # X,
then Aj is an extension of Xp.

Now we describe the problem of the complete symmetry classification of a family of PDEs.
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The problem of the complete symmetry classification: for a class of PDEs (2) with parameter 0, find the kernel
Gy of the maximal symmetry Gy, and all specializations 6 of the parameter 6, viz. equivalently, determine A and
all of its extensions Aj.

We use PrXjy to denote the prolongation vector of A on the space of X x aU. Then, we have

Theorem 2 (Lie’s criterion [1, pp. 161-162], [2, pp. 164—165]) For the family of PDEs (2) with maximal rank, the
operator Xy is InfV of its symmetry if and only if Zero(A(0; X, 0U)) C Zero(PrXy(A; X, aU)), i.e., the identity

PrX (A®: X, 0U))| 9. x 510 = O- 3)
holds.

By the standard Lie procedure, we obtain from (3) DTESs of the InfV &) and denote these by
DPS(6) = 0. “)

Consequently, the question of symmetry classification is converted to the one of solving the parametric PDEs (4).

It is known that the solvability of (4) depends on parameter 6. The equations, satisfied by parameter 6 and
obtained from (4), are called the classifying equations of the symmetry-classification problem of the class of PDEs
(2). It is obvious that the specializations 6 of parameter 6 are the solutions to these classifying equations. Hence, a
key step toward successfully obtaining the complete symmetry classification is to find all such classifying equations
(see examples in Sect. 4).

Summarizing the above discussion, the approach to obtain the complete symmetry classification of a parametric
family of PDEs (2) should include the following key steps:

(a) Finding the kernel algebra Xp;
(b) Finding all classifying equations satisfied by the parameters 6;
(c) Finding all extensions &j of the kernel algebra X( according to solutions of the classifying equations.

The result of the application of the above approach is a list of classifying equations (or representatives of their
solutions) with corresponding algebras.

We show that the first step (a) is the usual one for solving over-determined systems without arbitrary parameters
in determining symmetries of a PDE. Hence existing algorithms and CAS packages can be used to accomplish this
step. The second step (b) and third step (c) are our main points of the paper. We use the dchar-set algorithm to
investigate them.

3 Dchar-set algorithm for the complete symmetry classification

In this section, we first recall basic results on the dchar-set algorithm of a dps, and then present our algorithm for
the complete symmetry classification of a parametric family of PDEs (2). All concepts on dps are taken from [35],
[36, Chap. 3], [37].

3.1 Basic results of the dchar-set algorithm (Wu’s method)

Under a d-pol rank (or order) <, a d-pol f € Kx[dU] is written in the standard form
f=To(up)" + -+ lo,

in Wu’s theoretical scheme. Here uf is the highest derivative term in f and is called leading derivative of f. I, and
of/ Bugo are called the initial and the separant of f, respectively, and n € Z is called the leading power of f. We
use IS or IS(DPS) to denote the product of initials and separants (ISP) of a dps DPS ignoring concrete expressions.
We use IP to denote the integrability polynomials (conditions) obtained from any two d-pols.
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Definition 2 We call d-pol f reduced w.r.t. d-pol g if f does not contain the derivative of the leading derivative of
g and the power of the leading derivative of g in f is less than the leading power of g.

Definition 3 A finite dps
DCS: Ay, Ay, ..., Ay, ®)
is called a differential chain (d-chain) if it satisfies the following two conditions:

(a) Al <Ay <---Ag and
(b) Ajisreduced wrtA; fori=1,2,...,j— 1.

A d-pol rank induces a rank on a set of d-chains, called a d-chain rank. We still use < to denote it [37].
Definition 4 A lowest rank d-chain contained in a dps is called a basic set of the dps.

Suppose dp is a d-pol and DCS is a d-chain. Then Wu’s elimination algorithm yields pseudo-reduction formulas
[35,37]. That is, there exist d-pols Qq; € Kx[dU] such that

IS-dp= > QuiDdqui+r, (6)
i,a,dqq,; €DCS

where d-pol r is reduced w.r.t DCS and is called pseudo-remainder of dp w.r.t d-chain DCS, denoted by
Prem(dp/DCS), i.e., r=Prem(dp/DCS). If DCS = @, we understand Prem(dp/DCS)=dp. For a dps DPS, we
use the notation Prem(DPS/DCS), i.e.,

Prem(DPS/DCS) = {Prem(dp/DCS) for dp € DPS}.
The following is the definition of a dchar-set of a dps in Wu’s method.

Definition 5 If for a dps DPS there exists a d-chain DCS verifying the properties (a1), (a2) and (a3) below:

(a1) Zero(DPS) C Zero(DCS),
(az) Prem(DPS/DCS) =0,

(a3) Prem(IP/DCS) = O for all IP of DCS,

then the d-chain DCS is called a dchar-set of the DPS.

The characteristic set has many algebraic properties [22,37], such as having a triangular structure and containing
integrability conditions . . ., which make the analysis of the zero set of a dps to be more convenient.

Now we list the basic results used in this article on the dchar-set theory (given by Wu first in [37] and refined in
[39-41]).

Theorem 3 [37] There is an algorithm which permits one to determine a dchar-set DCS for a given finite dps DPS
in a finite number of steps for which the well ordering principle

Zero(DCS/1S) C Zero(DPS) C Zero(DCS),

Zero(DPS) = Zero(DCS/IS) U Zero(DPS, IS), @)
and zero decomposition

Zero(DPS) = UxZero(DCSy /ISy), (8
hold true, where DCSy are the dchar-sets of an extension dps obtained by adding some d-pols in DPS. IS and ISy

are ISPs of these dchar-sets, respectively.
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The algorithm mentioned in the above theorem for determining a dchar-set is called the dchar-set algorithm (also
called the differential form of Wu’s method). It is given through the following algorithmic scheme (W).
Algorithm A: Wu’s algorithm for determining a dchar-set of a dps DPS.

Stepo Step; e Step,
DPS = DPSy ¢ DPS; C --- C DPS;
! ! ! ! )
DBSy = DBS; = --- = DBS; =DCS
\ \ \ \:
RISo 4+ RISt ---1 RIS =0,
in which

DBS;a is base set of DPS;and DBS;_; = DBS;,
R; = Prem((DPS;\DBS;)/DBS;)\{0},
Step; : 7 IT; = Prem(IP/DBS;)\ {0}, for any IP of DBS;,
RIS; =IT; U R;,
DPS; = DPSo UDBS; _; URIS;_1,i =0,1,2,...,5s

where i = 1,2,...,s and DBS_; = RIS_| = @J; s represents the number of calculation steps. The down-arrow
means that computation is continuous in this step and the up-arrow shows the computation turn into next loop step.
The algorithm is implemented in [42, Chap. 42] as part of CAS MMP.

The rank of a d-pol has been playing a key role in Wu’s method mentioned above. A natural choice of such a rank
is the diff-graded lex order which is induced by the total derivative differential form graded lexicographic rank on
derivative terms [22, Chap. 5], [37], [38, Chap. 2], [40]. In all examples in this paper, we take the rank as the d-pol
rank. The decomposition (8) and Algorithm A are the main tools for solving symmetry-classification problems in
this paper.

In the following, we give illustrative examples to show the efficiency of Theorem 3 and Algorithm A in deter-
mining the zero set of an over-determined system and also present the well ordering (triangular) structure of a
dchar-set.

Example 1 Consider a dps

gv — Ty, Ny — Py + éx — T, Ny +un — ¢x) + Ty, uzsu — Ty, M2¢u —UTy — Ny, ]
uby +u%E — o, u(ny — ¢u — Ex + 1) + 2(vy — ), u(dy — ) — (ty + nx — n) + 1’y

in Cx[oU] with X = (x,t,u) and U = (€, ¢, n, t). Under the basicrank x <t <u < £ < ¢ < n < t, executing
Algorithm A, we obtain a dchar-set of DPS as follows:

DPS=[

Etv’gttaéxt, bv, b1, Gu _|_2%-t7
gt :Z&;‘ua+u$ éj ¢X+2u$l‘a fx_uév_uzgta

DCS = v uv t — Sxv» o b ub — " ’
fon + & =, e g, R
"Ex"‘uzguu—i-Zuéu—gxx, unu_d)_i_uZ%-u’ u vs Ty ws
E +uéyy — &y Uu+u~§v+2u2§l;

with IS = u. Hence one has
Zero(DPS)=Zero(DCS),

by the well-ordering principle in Theorem 3. This shows the equivalence between solving DPS =0 and DCS =0.
The well-ordering (triangular form) structure of the dchar-set DCS is seen from its four parts. The first part consists
of the first eight d-pols involving & only. The second part is the next four d-pols only involving & and ¢. The third
part follows from the four d-pols involving &, ¢ and n. The fourth part is the last four d-pols involving &, ¢, n and
7. Obviously, the equivalence and well-ordered (triangular) structure of the dchar-set DCS make the determination
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of Zero(DPS) easier through solving Zero(DCS). The zero set of & is obtained from the first part of DCS; the zero
sets of ¢, n, T are obtained from the following parts of the DCS sequentially by using the previously determined
zero sets step by step.

Example 2 A proper example for illustrating the adaptability of the algorithm to a nonlinear case is determining
the nonclassical symmetries of Burgers equation A = u; + uu, + uy, = 0. This problem was considered in
[16, pp.320-321], [43]. Here we give its solution again through use of the dchar-set algorithm, which provides a
different point of view for the same problem. Let X = 9; + &(x, ¢, u)d, + n(x, t, u)d, be InfV for nonclassical
symmetries of the Burgers equation with the invariant surface condition u; — n(x, ¢, u) + &(x, t, u)u, = 0. By the
standard procedure given in (3), we have DTEs DPS=0 for X’. Here

DPS = {&uu, nr + unx + Nax + 208, Nuu + 2u8y — 258, — 28xu, 205w + 208y — & + uby — 288 — Exx + 1}
Executing the Algorithm A, under the rank x < ¢t < u < & < n, we get the decomposition
Zero(DPS) = Zero(DCS;) U Zero(DCS,) U Zero(DCS3).
The three different characteristic sets DCSy, DCS; and DCS3 of the DPS are given by
DCSy = {n,u —§},
DCS2 = {&u, &xxs Maxs Mu + Exo e +uny + 2nc, n — & + uby — 268, ,
DCS3 = {nuu —u+ &, 1+ 28, 0 + unx + N + 206, 200w — & + ubx — 285 — &xx,
2+ 20y + uEp + Yy — uPEy + 2uEE, + 267 + Ex + 268 + ).

Solving the equations of the well-ordered system DCS; = 0, DCS; = 0, DCS3 = 0, respectively, we obtain the
infinitesimal functions & and 5 as follows:

Zero(DCS|) = {§ =u,n =0},
citx +cpx +cat +cs _c1(x—tu)—czu+C4
C1t2+2C2[+C3 = Clt2+2C2t+C3

Zero(DCS,) = [E =

Zero(DCS5) = [g = —%u +a(x, 1), n= %Lﬁ - %a(x, Hu?® — B(x, Hu + y(x, t)} ,

where a(x, t), B(x, t), y(x, t) satisfy the PDE system
o (X, 1) + oy (X, 1) + 285 (x, 1) + 2a(x, oy (x, 1) =0,
Br(x, 1) + Bax(x, 1) — yu(x, 1) +2B(x, oy (x, 1) =0, )
Ye(x, 1) + yex (x, 1) + 2y (x, Dax(x, 1) = 0.

It is interesting that the zero point set Zero(DCS,) corresponds to all finite-dimensional classical symmetries
of the Burgers equation. All nonclassical symmetries of the equation arise from the dchar-sets DCS; and DCS3.
These three parts correspond to the cases given in [16, pp.320-321], [43] obtained in a different way. Particularly,
by taking 1). a(x,t) = aot* + art + ax; 2). a(x, 1) = Bx,t) =y, t) =0;3). a(x,t) =0, B(x,t) = az; 4).
a(x,t) =aq, B(x,t) = y(x,t) =0;5). a(x,t) = 1/x,B(x,t) = y(x,t) =0;6). B(x,t) = y(x,1) = 0in (9)
(here a;,i =0, 1,2, 3, 4 are arbitrary constants), we get the nonclassical symmetries reported in [16, pp. 320-321].
Solving for different solutions to (9), one gets new nonclassical symmetries of the equation. For example, by taking
a(x, 1) = xt~1 in (9), we have new nonclassical symmetries with B(x, ) = (—x2/4 +crt +c3)7 2, y(x,t) =
(c1 4+ c2x —x/2)t % in Zero(DCSs5). Here ¢;, i = 1, 2, 3 are arbitrary constants.

3.2 Dchar-set algorithm for the complete symmetry classification

In the following, based on Theorem 3 and the conversion of symmetry classification to determining the zero set
Zero(DPS(0)) (see (4)), we give our algorithm for the complete symmetry classification of the family of PDEs (2)
through decomposing Zero(DPS(6)) into a union of a series of zero sets of dchar-sets of the parametric dps DPS(6).
The algorithm mainly consists of three steps.
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An algorithm for the complete symmetry classification of differential equations based on Wu’s method 189

Step 1 Producing DTEs DPS(6) = 0. This is a routine task for Lie’s standard algorithm [1, Sect. 2.4], [2, Chap. 4].

Step 2 Determining the kernel algebra Xy. Regard DPS(0) = 0 as an identity in 6 (6 is arbitrary), and let the
coefficients of 8 and its derivatives be zero. Doing this, we get an extended system of PDEs and denote it
as DCSg = 0. Obviously, for arbitrary 8 we have

Zero(DCS) C Zero(DPS(6)). (10)

Hence, DCSg = 0 corresponds to the kernel G. Solving it (without parameters), we find the kernel algebra
Xp.
Step 3 Determining the extensions InfV Xy of &) for the specializations of the parameter 6.

To do this, we decompose the zero set Zero(DPS(#)) in terms of zero sets of dchar-sets as in (8) by using a proper
improvement of algorithm A. The improvement comes from the simplifications of computation for overcoming
the complexity of symbolic computation. In procedure (W), as discovered by Collins [44,45], the remainders R;
and IT; have leading coefficients of their proceeding d-pols in DBS; as factors. From the inevitable occurrence of
such factors, the d-pols in the procedure become too large which render the computation difficult to be carried on
further. Thus, it is worthy to remove all such factors during the procedure to render smaller d-pols. Therefore, we
have to pay special attention to the so-called ‘removed factors’ occurring in implementation of the scheme (W).
This means, in the execution of Algorithm A on DPS(0), we may encounter the factorable d-pol dp € DPS; (0) for
some i, such as,

dp=0Q()- P,

where P € Kx[0U] and Q(#), called a removed factor, comes from IS terms of d-pols in the basic set DBS; and
depends on parameter 6. We remove the factor Q(6) by means of replacing dp with P, i.e., simply by resetting
dp = P in DPS;(6). Then we continue the algorithm on the simplified dps DPS; (6) until ending the procedure of
Algorithm A. In the whole procedure we always do such a removing as long as it occurs. Here we denote the product
of all such removed factors through the notation RF(6). As a result, according to the well-ordering principle (7) in
Theorem 2, we have the decomposition

Zero(DPS()) = Zero(DCS;(0)/1S1(9) * RF(0)) U Zero(DPS(6), IS (9)) U Zero(DPS(0), RF(9)),

after the first execution of Algorithm A. Here IS () is the ISP of DCS1(0). After removing the non-zero factors in
IS1(0) x RF(0), we rewrite the above decomposition as

Zero(DPS(6)) = Zero(DCS;(6)/T1, 11 j % Ti 1)) U; Zero(DPS(6), I ;) Uy Zero(DPS(6), 1)), (11)

where I1; € Kx[oU] and / kl depends on parameter 6 and its derivatives only. If DCSy(6) corresponds to the kernel
Gy, then from (10) we delete the first part of the above decomposition. This cancelation is always done as long as
the case of dchar-set corresponds to the kernel algebra in further decompositions.

For the non-dchar-sets (second and third parts) of the above decomposition, we use Algorithm A again to obtain
a further decomposition. For the second part we compute the dchar-set of the extended dps DPS(0) U I3 ;. In the
third part, we compute the dchar-set of DPS(6) under the side condition / kl = 0 (i.e., the classifying equation).
We obtain a further decomposition of (11) in terms of zero sets of dchar-sets of DPS(6) and zero sets of some
non-dchar-sets. On these non-dchar-set parts in a subsequent decomposition, we repeat the same procedure further
and further. Wu’s results (8) and algorithm scheme (W) guarantee that the above procedure terminates in finitely
many steps. Hence we obtain the final decomposition

Zero(DPS(6)) = U; Zero(DCS; (6)/T1;I;;) Uy, Zero({DCS},(6), CIE; (0)}/ T If), (12)

where DCS; (0) is the dchar-set of DPS(0) without associated classifying equations; DCS;{(Q) is the dchar-set of
DPS(0) with the associated classifying equations CIE;(0) = 0; [;; and Ilk are d-pols obtained from the ISP
of DCS; (0), DCS;{ (#) and removed factors RF(#). Thus, we have the complete decomposition of the solution set
of DPS(0) = 0 in terms of zero sets of dchar-sets through expression (12) and all classifying equations CIE;(#) = 0
appearing in the parts of DCS) (). This yields the complete symmetry classification of the family of PDEs in terms of
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the dchar-sets decomposition (12). Each branch of the right-hand sides of (12) corresponds to a class of symmetries
and associated parameters.
The above procedure yields the following theorem and algorithm:

Theorem 4 (Classification theorem) For a given family of PDEs (2) with parameter 0, let DPS(0) = 0 be the
set of DTEs of InfV Xy for the maximal symmetry Gg. Then the decomposition (12) yields the complete symmetry
classification of the family of PDEs in the sense that each class of symmetries corresponds to a dchar-set.

Algorithm B: The complete symmetry classification for a parametric family of PDEs.
Input: A family of PDEs A(0; X, 0U) = 0 with some parameter 6.
Output: Classifying equations and corresponding classification branches.
Begin
Step 1: Produce DTEs DPS(0) = 0 (Use the standard Lie’s algorithm in (3));
Step 2: Determine the kernel algebra X (Use Algorithm A to solve DCSg = 0);
Step 3: Construct the decomposition (12) for the dps DPS(0) (Use Algorithms A);
End

This algorithm gives a mechanical way to directly and systematically obtain the complete symmetry classifica-
tion for a given parametric family of PDEs in the sense of obtaining all classifying equations and corresponding
well-ordered equations of InfV Xj.

In order to obtain final specific expressions of InfV Ap, one has to explicitly determine each branch in decom-
position (12). This is equivalent to solving DCS;(#) = 0 and DCS;{(Q) = 0 with CIE;(68) = 0. Because of the
well-ordered structure (see Examples 1, 2) of the dchar-sets, these PDEs are more easily solved than the original
system DPS(#) = 0. Although this integration procedure is not constructive in general [23], the well-ordered
structure provides us with more help to get explicit solutions to these equations and enhance the efficiency in the
applications of existing algorithms and CAS packages. In our examples (see Sect.4), all explicit integrations of
equations corresponding to dchar-sets are obtained by hand calculation. Actually, one may use many techniques to
simplify integrations. One of them is to use equivalence transformations. If the solutions to each classifying equation
can be solved in advance, then we use a representative of the solutions under admitted equivalence transformations
to determine the corresponding symmetries. This significantly simplifies the classifying computation (see example
in Sect.4.2).

4 Applications

We give some illustrative examples to show applications and the efficiency of Algorithm B. In the rest of this paper,
we use ¢; to denote an arbitrary constant in a symmetry.

4.1 Potential symmetry classification of a linear wave equation with a parameter

We give a potential symmetry classification of the wave equation
Uy = H(X)uz, 13)

with parameter 6 = H(x) # 0 to illustrate our classification algorithm. An equivalent potential system of the
equation is

v —uy =0,v, — Hx)u; = 0. (14)
Suppose that PDE system (14) admits a classical symmetry with InfV
d a 0 il
X =80, r,uv)—+tlx, t,u,v)—+nl,t,u,v)—+¢x, 1 u,v)—. (15)
ox at ou av

Now, our task is to determine functions &, 7, 1, ¢ in (15) and H in (14) and show whether or not the original equa-
tion (13) admits potential symmetries, i.e., at least one of the functions &, 7, n depends on the potential variable v.
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4.1.1 Step 1: Producing DTEs

From (3), we get the determining equations DPS = 0. Here

&y — T, HX)&y — Ty, & — 1x,

Ex — T — Ny + Do, HX)(E — 1) — Tx + Pu, (16)
Hx) (& 4 nv) — T — ¢uy ¢ — HOns,

H(x)(Ex — 7 + i — ¢o) + H'(x)8,

which depends on parameter 0 = H (x).

DPS =

4.1.2 Step 2: Determining the kernel algebra Xy

For arbitrary parameter 6 = H (x), the DTEs DPS = 0 are further reduced to DCSy = 0. Here
DCSO = {Ev Txs Tty Tus Tus Moy Nt ¢M7 ¢Xa Nu — ¢U7 ¢I - Ux}

Hence, by solving DCS( = 0, the infinitesimal functions of the principal symmetry are easily obtained in terms of
the zero set,

Zero(DCSy) = {6 =0,t =c1,n =cox +c3u +ca, ¢ = cat + c3v + ¢s5} . (17)
4.1.3 Step 3:Determining extensions of the kernel algebra Xj

4.1.3.1 Step 3.1: Calculating the zero decomposition of the dps DPS. We execute the Algorithm B under the rank
x <t <& <1< ¢ <n,and obtain the zero decomposition (12) given by

Zero(DPS) = Zero(DCS, /111) U Zero({DCS,, 111}/121) U Zero(DCS3, I>1), (18)

where

&, T, Tty Tus Tus Nus Dus Dows Grvs Pxvs
DCSi = nu — ¢v, nx — &, HX)Nr — @y, s
Hx)(H @) ¢ — pox) + H (X) s,
Tu, T, Te + 260, 2H()H' (x)7, — GH'(x)? — 2H (x) H" (x))E,
Nx — @, HX)n — ¢y, 2H (X)) (7 — @y) + H/(x)ga Hx)ny — ¢u,
Euv Ev, HX)E + 26y, H)H'(x)&, — (H'(x)? — H(x)H" (x))E,
bCS, — Gvvs Buus Puvs H)(H(X) Py — dux) + H' (x) ¢y,

Hx)H' (xX)pxu — QH'(x)? — H(x)H" (x))Pu, ’
H(x)?H'(x)¢p — (H'(x)*> — H(x)H" (x))u,
2H(x)H'(x) ¢y — (H'(x)?H" (x) — 2H (x)H" (x)*> + H(x)H'(x) H® (x))E,
2H(x)H'(x)?¢ry — (H'(x)>H" (x) —2H (x)H" (x)* + H(x)H'(x)H® (x))&.

& — Exvy HX)Eyy — &y, H(X)Ery — &y, H(x)E1r — Exx,
DCS; = H(x)é — 1y, & — v, Hx)Ey — i, &y — T,
Nx — G HOONy — xy Ny — Qo HXONy — Gy, ’

L Gt — Pxvs HX) vy — Guu, H(X)Pry — Gxus H(X)P1r — P,

with

Iy =2H'(x)*H" (x) = 2H0)H' (0)*H" (x)* — 4H(0)?H" (x)° + SH(0)*H () H" () H® (x)
~ H)?H'(0)*H® (x);

Ly = H (x).

4.1.3.2 Step 3.2: Solving for the zero sets in the zero decomposition. It is noticed that in the first branch
Zero(DCS, /111) in (18) has no classifying equation. In the second branch Zero(DCS,, I11/121), there is a classifying
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equation CIE{ () = I1; = 0.Inthe third branch Zero(DCS5, I51), there is a classifying equation C1E> (0) = I = 0.
The set of equations DCS| = 0; DCS,; = 0; DCS3 = 0 is a well-ordered system which is more easily integrated
by hand, viz.,

Zero(DCS,/I11) ={=0,t =ci1,n=cu+a(x,t),¢ =cov+b(x,1)}, (19)

where (a(x,t), b(x, t)) is any solution of (14);
t

H(x) 3H'(x)2 —2H(x)H"
Zero({DCS,, I11}/121) = 1§ = g@) oy " SH ()2 /g(S)ds +c1,
H(x)H" —3H'(x)? H(x)
n= ( SH ()2 g(t)+Cz)u— ZH,(x)g(t)v+a(x,t),
H 2 H H// _ H/ 2

¢ = _w(f(l)gl(t)" " ( (x)ZH/(x)z gt + 62) IR
where o is an arbitrary constant and g(¢) satisfies
H'(x) (3H/<x>2 - 2H<x)H”<x))’ g"(t)
H (x)? 2H'(x)? g()

Here the parameter H (x) satisfies /17 = 0 and (21). Since (21) implies /17 = 0, it follows that (21) is equivalent
to the equation 711 = 0;

For Ir; = 0, let H(x) = «2. Then
E=f(x,t,au —v)+ g(x, t, qu 4+ v),
T=a(—f(x,t,ou —v)+gx, t,au +v)) + F(x,1),

ZCI'O(DCS% ) = n= é_(_f(x’ fau —v) + g(x, 1, au +v)) + F(x, 0, ) 22)
¢ = f(x,t,au —v) + g(x, t,qu +v),
where functions (y, z) = (f, g) and (v, z) = (f, g) satisfy
1 1
Yy toay = E(k(x’ )+ h(x, 1), zx —azr = E(k(x’ 1) — h(x, 1)), (23)

and P = F(x,1) and P = F(x, 1) are any two solutions of the system
P.(x,t) =ah(x,t), Pi(x,t) =k(x,1), 24)
in which k(x, t) and h(x, t) are arbitrary functions.

Now, we get the complete potential symmetry classification of the wave equation (13) through (14), (18), and
(19), (20) with (21), (22) with (23) and (24). The classification results are summarized in the following Table 1. Note
that the dchar-sets DCSy and DCS do not yield potential symmetries. If g’(z) # 0, then the dchar-set DCS; yields
potential symmetries for equation (13). The dchar-set DCS3 yields an infinite number of potential symmetries.

These results cover those given in [2, pp. 182—188]. It is noticed that the symmetries corresponding to DCS3
obtained in our classification were not mentioned in [2, pp. 182-188]. In addition, it is worthy to note that the solu-
tions in (19), (20) and (22) present unifying expressions for the symmetries corresponding to various parameters
H (x) of the solutions of (14), (21), (23) and (24), respectively.

Table 1 Table potential symmetry classification of (13)

H(x) dchar-set & t,n, ¢ Condition Potential
Arbitrary DCSy (17) No No

Iy #0 DCS; (19) a,b € Zero (14) No

I =0, #0 Yes
21 DCS, (20) 0,8 € Ze_ro 21),a,b € Zero (ljl) g £0
L =0 DCS;3 (22) (f,8),(f,g) €Zero (23), (F, F) € Zero (24) Yes, infinite
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4.2 Potential symmetry classification of a nonlinear wave equation with a parameter

We consider a potential symmetry classification of the nonlinear wave equation u;; +u; = (F (u)u,),. The classical
symmetry classification of this equation was considered in [46]. A potential system is given by

vy = F(uy, vy =u; + u. (25)
4.2.1 Step 1: Producing DTEs

By the standard Lie algorithm, we get the DTEs DPS=0 for the classical symmetries with InfV X = &(x, ¢, u, v)0, +
T(x,t,u,v)0 +n(x,t,u,v)d, + ¢(x,t,u, v)d, for the potential system (25). Here

Fu)(nx +uty) + udy — ¢r, Fu)ty — &u,
DPS — F@)(my +uty) — Gy, Nu — Qv +&x +2ut, — 74,
Fu)ty +ué, — &, Uny _77t+¢x+u277u — Ut —n,

Fu)(u —¢v — & + 1) + F'wn, & — .

4.2.2 Step 2: Determining the kernel algebra Xy

Obviously, this algebra corresponds to
DCSO = {Exa Els Eua ‘S;:va Txs Tty Tus Tos ¢x» ¢lv ¢u7 ¢)Us 77} = 01
which yields the infinitesimal functions of &{ given by

Zero(DCSy) ={§ =c1, 71 =2, ¢ = 3,1 =0}.
4.2.3 Step 3: Determining the extended algebra Xy

Under the basic rank £ < n < 7 < ¢, we execute Algorithm B on the dps DPS and firstly obtain the decomposition
Zero(DPS)=Zero(DPS, IS1), (26)
in which
I1S; = IS F () F® (u) — 3F w)>F® (u)* + 2F () 8F (u) F" () — 3F (w)*) F (u)
+6F" (u)*(F' (u)* —2F W) F" (u)).

Note that all classifying equations come from IS; = 0. Using again the algorithm for the dps under IS; = 0, we
have the further decomposition
Zero(DPS,IS|) = Zero(DCS;, IS /1S3 * 1S4) U Zero(DPS, 1S3/1S,) U Zero(DPS, 1S4/1S,)

UZero(DPS, IS,). 27
Here the dchar-set DCS| = 0 is given by

Nos Nt Nxs Pus Ors Eus &y Tus Ty T

IS2F (u)ny + BF' w)? — 4F W) F'(u)F" () + F (u)*F® u))n,

2ASH F(w)éy + (F'(u)?F" (u) — 2F ) F"(u)® + F(u)F'(u) F® (u)n,
2082 F ()&, + n(F'w)*F" () — 2F w)F"(u)* + F ) F' (u) F® (u)),
20, F (u)é, + [F'(u)BF (u)? = 2F ) F" (u) — uF' (u)F"(u) — uF (u) F® (u))

DESi = +2uF ) F" ),
208, F(u)py + n(OF () — 10F (u) F' (u) F” (1) + uF'(u)>F" (u) — 2u F (u) F" (u)?
+2F )2 F® ) + uF (u)F' (u)F® (u)),
208, F(u)py + n(6F () F' (1) — 6uF’ (u)> — 4F u)*F" (u) + 8uF (u)F' (u) F" (u)
—u?F'(u)*F" (u) 4+ 2u® F () F" (u)* — 2uF u)*F® (u) — u? F(u) F' () F® (u)) |
and
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1S, = 2F(u)F"(u) — 3F (u)?,
1S3 = F'(u)” F"(u) — 2 F(u) F" ()" + F(u) F'(u) F ),
1S4 =6 F'(u)’ — 6 Fu) F'(u) F"(u) + Fu)* F® ).

At this point, the use of equivalence transformations admitted by system (25) can simplify subsequent compu-
tations. It is observed that system (25) admits linear equivalence transformations

x/=ax+b,t/=t+d,u/=lu+m,v/=alv+amx+p,F/=F/az, (28)

where a, b, d, [, m, p are arbitrary constants al # 0. In this example, we show how equivalence transformations
involving scalings and translations in # and scalings in F simplify the computations.

Solving the classifying equations IS3 = 0, IS4 = 0 and IS; = 0, we can select representatives of their solutions
under equivalence transformation (28) as F(#) = u®, F(u) = " for IS3 = 0 in which « is an arbitrary constant;
Fu)=u2and F(u) = u"! forIS4 = 0; and F(u) = u~2 for IS, = 0.

The classifying equation IS; = 0 can be reduced to

2(ca + ctu) F(u) + (cru® + (c2 — e3)u — c4) F'(u) = 0, (29)

for arbitrary constants ¢;,i = 1,2,...,5.
For simplicity, for ¢; # 0, we let b = (ca — ¢3)/(2c1), A = —ca/c1 — b2. Then the solutions of the classifying
equation (29) lead to the following cases.

4.2.4 Case A: c1 #0

4.2.4.1 Subcase A.1: For A > 0,

Fu)=k ((u +b)? + A)_l exp (— Ci/‘%@ arctan uj—zb) )

Here and in the sequel k is an integration constant. This case is equivalent to F(u) = (u> + 1)~ le*@can ypder
equivalence transformations (28) for any real number «;

4.2.4.2 Subcase A.2: For A < 0,

c+c3 u—+b

Na arctanhﬁ) .

This case is equivalent to F(u) = (1 — u?)~!e*@ctanhu ypder equivalence transformations (28) for any real number
o

Fu) =k ((u +b)* + A)_l exp (

4.2.4.3 Subcase A.3: For A =0,

_ c+c3
F(u) =k b)~2 ).
(u) (u +b) eXP(u+b)

2

. . . 1 . .
This case is equivalent to F(u) = u~~e« under equivalence transformations (28);

4.2.5 Case B: c; =0

4.2.5.1 Subcase B.1: For c) — c3 # 0,

F(I/t) = k((c2 — CS)M _ C4)_022%03‘

This is equivalent to F (#) = u® under equivalence transformations (28) for any real number «;
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4.2.5.2 Subcase B.2: For ¢y — c3 =0,
F(u) =ke<« .

This is equivalent to F(«) = e" under equivalence transformations (28).
Obviously, Case B corresponds to the solutions set of IS3 = 0.
Solving the equations of DCS| = 0, we have

E=cx+civ+cs, T =cru+ ce,
n=2(ciu+c2)Fu)/F'(u),

This is a unifying expression for the corresponding symmetries of Subcases A.1, A.2 and A.3.
Repeating our algorithm for ¢; = 0, or equivalently for F(«) = u®, F (1) = e under (28), we have

Zero(DPS, IS;/1S1) U Zero(DPS, 1S, /IS )

Zero(DCS,, IS /1S3 * IS4) = with ¢1 # 0. ] (30)

= Zero(DCS,) U Zero(DCS3) U Zero(DCS,), (31)
with F (u) = e* for DCS, and F (u) = u®, a # —2, —4/3 for DCS3 and F(u) = u~*/3 for DCSy;
Zero(DPS, IS;) = Zero(DCS5), (32)

with F(u) = u=2.

Combining (26), (27), (30-32) and the equivalence transformation (28), we get the decomposition (12) for the
DPS.

Here

DCS2 = {nx, 05 Mus Mvs T Tes Tus Tus 65 Eus Evs @ — 1, 260 — 1,200 — 1, },
DCS3 = {TXa Tty Tus Tos Nxs Nty Nos ¢Xa ¢t7 ¢M7 uny — '772“¢v - (a +2)7), 2“5}6 _0“7},
DCS4 = {T)Cs Tty Tu, To, gls Eu’ EU’ Nx> Nt> Nvs ¢)Cs ¢Iv ¢u7 uny — 1, 3M¢U -, 3”5)( + 277}!

Ox, Do, Exus Exts Exx, 1 — uny — Mzé:v,
bu — 2y + 26, ¢ — 20 €y + 2uEr, ny — w6 + 207G,
Nx — u4‘§u + u3éj-ty ubyy — &, Evo — & — &ut,

DCSs5 =
> 2uE, + Uy — & — Eu, uby — Eiy,
n+n:+ u2€v + uéy, MZSM — u& + &y, uzfu — Ty, &y — T,
N+ uPE, + uby — ut, wE, — U2k + 1,
and

Zero(DCS,) = {§ = c1x + 3,71 =c4,n =2c1, ¢ = c1v + 2c1x + 2},
24«

Zero(DCS3) = 1£& = %czx +cq,T=cr,n=cu, = v+ C3],

2 1
Zero(DCSy) = & = —§C2X +ca,T=cr,n=cu, P = gch + C3},

(&£ =<+ (c2+crv)x + B (v, e'u),
T=cs+ci(ux —v)+e'A (v,e’u),
n=-— (cz+c1(v +ux)+e A (v,e’u)) u,

| ¢ =c3 — 2c1 (¢t +logu),

with Ay (V,U) = U?By(V,U), By(V,U) = Ay(V,U),and U =e'u, V = v.

The cases Zero(DCS;),i = 1,2,...,5 and corresponding classifying equations IS; = 0( = 1, 2, 3, 4) yield
a complete potential symmetry classification of the original wave equation, in which DCS; and DCSs efficiently
extend the classical symmetries of the wave equations with the classifying equation IS; = 0. Its solutions are given
in Case A and Case B. The DCSs corresponds to a linearizable case.

Zero(DCS;5) =
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Remark Of course, the equivalence transformations (28) are not complete. For example, the PDE system (25) has
additional equivalence transformation x* = ev—+x, r* = log(eu+1)+t, u* = u/(1+€u), v* = v, F* = (14+-€u)’*F
with generator vd, + ud; — u>d, + 2uFdr. Determining the set of all equivalence transformations is equivalent to
determining the classical symmetries of the extended system consisting of the given PDEs with auxiliary equations
involving the parameter, which are set up by representing the parameter as being independent of some variables in
X x 90U (seedetails in [24,27]). Additional equivalence transformations may help to further simplify the presentation
of the symmetry classification (see an example in [33]), but this is not a focus of the present paper.

4.3 Nonclassical symmetries of Burgers’ equation with a parameter

In the following we determine nonclassical symmetries of Burgers’ equation u; + H(u)u)% + uyy = 0 with a
parameter 6 = H(u) # 0.
Suppose the corresponding InfV is X = 0; + &(x, ¢, u)dy + n(x, t, u)d,. Thus the DTEs DPS=0 are given by

DPS = {H )&, — &yu, H@)ny + Muu — 258, — 255, + HH/(M),
Nr + Max +20éx, 2H )Ny + 205y + 20éy — & — 268, — &xx}.

This is a nonlinear dps. Under the basic rank x < r < u < & < 5 and by Algorithm B, we obtain the dchar-set of
the dps given by

DCS = {&y, nr + nxx + 206, 2H )y + 203y — & — 2858 — Exie, H)ny + nyu + nH/(U),
2H u)n; + 200 + 4H )G, + 4nuEy + 267 + Exp + 26Exx + Evax),

for any value of the parameter & = H (1) (no classifying equations exist) and
Zero(DPS)=Zero(DCS) = {& = y(x,1),n = e~ J H0 g (x 1) / e/ Hwdugy 4 g(x, 1)},

where a(x, 1), B(x, t), vy (x, t) satisfy

o (x, 1) + axx(x, 1) + 20(x, D) yx (x, 1) = 0,

Bi(x, 1) + Bux(x, 1) +2B(x, 1) yx(x,1) =0,

V;(X, t) + Vxx(x» t) + 2)/()(:, f)Vx(xv t) = zax(-xv t) (33)
This shows that Burgers’ equation admits a very rich set of nonclassical symmetries in terms of the unified expression
given in Zero(DCS).

Similarly we get the classical symmetries of Burgers’ equation with InfV X = &(x, 1, u)dy + t(x,t,u)0; +
¢(x,t,u)d,. Here

1
& =(c1x +cpt + Eczx +c5, 7T = clt2 + cot + c3,
. 11 :
n=e" J H()du [(E(Ecl(xz — 1)+ cax) + c6) /e-l Hdu gy, y(x, t)}
for an arbitrary value of H(u) and y = y (x, t) satisfies y; + yxx = 0.
Remark Actually, the structure of the classical symmetries of Burgers’ equation shows that it can be linearized
to ¥4 + yxx = 0 which does not contain any parameter [2, Chap. 6]. So in classical and non-classical symmetry

classifications no splitting cases arise. Here, we just emphasize the application of our algorithm to a nonlinear
system.
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5 Concluding remarks and some discussion

By using the dchar-set algorithm and the zero decomposition theorem given in Wu’s method (Theorem 3), we obtain
the complete decomposition of the solution set of the DTEs in terms of a series of zero sets of dchar-sets with all
classifying equations in (12). Based on the decomposition, we get an alternative algorithm for the complete symme-
try classification of a parametric family of PDEs. The classification in the algorithm is given by the correspondence
between each branch in the decomposition and a class of symmetries with associated classifying equations. The
well-ordered equations corresponding to dchar-sets in the zero decomposition are usually solved more easily than
the original one or provide a real simplification to determine an explicit symmetry classification.

Interesting and new aspects of our algorithm are as follows. This is a unified and systematic algorithm for more
general symmetry classifications of PDEs. The algorithm differs from existing algorithms by using a fundamentally
different theory and algorithm. The algorithm can also be easily used to solve other differential problems, such as
integrating factors, first integrals and conservation laws (classifications) of PDEs [47-50]. Particularly, from the
dchar-set of DTEs for symmetries, we may obtain more information about symmetries, such as symmetry dimen-
sion, symmetry structure, Taylor-series solutions of the DTEs, etc [4—8]. As far as the authors know, this is the first
paper in which the complete symmetry classifications of PDEs are systematically investigated by Wu’s method.

In order to compare with related works, let us describe in a few words some existing algorithms.

In [8,9], Schwarz described and implemented the algorithm involutuionSystem (package SYMSIZE), based on
the theory of differential equations of Riquier and Janet [19,20], to transform a linear system of PDEs into involutive
form. The algorithm can determine the size of the Lie symmetry group of a given system of PDEs without having
to integrate the corresponding DTEs.

In [6,7], Reid et al designed rif-algorithms which use a finite number of differentiations and algebraic opera-
tions to simplify an analytic (nonlinear) system of PDEs to what they call ‘a reduced involutions form’ (rif-form),
which includes the integrability conditions of the system and satisfies a constant rank condition. An integration-free
algorithm based on the reduced form and formal power series analysis is developed to determine Lie symmetries
of PDEs and many other applications. The implemented CAS package rifsimp of the algorithm is available in
Maple.

In[11,12], Mansfield designed an algorithm to compute differential Grobner bases for polynomial PDEs. Funda-
mental tools in the algorithm are the Kolchin—Ritt algorithm, a differential analogue of Buchberger’s algorithm with
pseduo-reduction instead of reduction, and the di f fgrob2 package is implemented in Maple, which is designed
to calculate the elimination ideals, integrability conditions and compatibility conditions of a system of nonlinear
partial differential equations.

In [14,15], Boulier et al proposed Rosenfeld—Grobner algorithms which borrow from the algorithms of
Seidenberg [51] the idea to combine Hilbert’s theorem on zeros and Ritt’s reduction algorithm. They decide the
membership problem in the radical ideal generated by finite differential polynomials set by successively eliminat-
ing all the unknowns appearing in the polynomial of the set. The implemented package diffalg based on the
algorithm is available in Maple. Many of these algorithms were motivated by symmetry analysis.

In [36, Chap. 3], [37], Wu developed a dchar-set method on the basis of the previous work of Ritt [22] for the
purpose of theorem proving. It is much different in theoretical and algorithmic aspects from its roots and those
mentioned above. The concept of dchar-sets is a key element in both Ritt’s and Wu’s theory. The concept of a
dchar-set is defined for an algebraic ideal generated by a dps in Ritt’s work, while the dchar-set in Wu’s method
is simply defined for the dps (bases of ideals). The main focus of Wu’s method is to directly deal with the zero
set of a dps. This method decomposes the zero set Zero(P) of a dps P into finitely many zero sets Zero(DCS; /IS;)
of the dchar-sets DCS; of the dps P. As a result, a fundamental relation provided by the dchar-set algorithm is a
decomposition (8), which is called a weak form decomposition.

To compute zero decompositions of finer form, the dchar-set method proceeds further by imposing an irreduc-
ibility requirement and computing irreducible dchar-sets. This process provides us with similarity relations (8)
where the DCS; are irreducible. This is called a strong-form decomposition. In practice, it is more efficient to com-
pute weak forms than strong forms. A weak form is also very useful, as its components possess many interesting
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algebraic properties [22, Chap. 5], [36, Chap. 3], [37]. Undoubtedly, there are other ways to achieve (8) besides
the algorithms in Wu [36, Chap. 3], [37]. For example, d-chain-sets here may be replaced by coherent autoreduced
sets in Rosenfeld [52]; elimination techniques in Seidenberg [51] may be combined with the dchar-set method.
In [53], a modification of Wu’s decomposition (8) is given by replacing the dchar-sets by so called differential
triangulation (d-tri) sets with coherent conditions instead of integrability conditions, which significantly reduces
the computation efforts. In theorem proving, the concepts of differential-algebra ideals are used. This indicates at
some level the relationship between Wu’s method and algebra ideals. Wu’s method was developed originally for
mechanical theorem proving.

All of these algorithms have in commons the idea of reduction. A consistent theme in these algorithms is the idea
that one first reduces the PDEs under consideration to some kind of ‘standard form’ (e.g. Grobner basis, dchar-set,
rif-form, involutive form, etc), then integrates or uses the obtained ‘well ordering” system. The reduction operations
used in these algorithms have origins in the works of Janet—Riquier [20], Seidenberg [51], Ritt [22, Chap. 5], etc.
However, the procedures for obtaining the reduced ‘standard form’ are different.

Our classification algorithms in this paper are stated by utilizing only the weak form of zero decomposition
results (8) and Wu’s algorithm for dchar-sets of a dps. Assuredly, if we use the modified algorithm in [53], we will
get arefinement of the classification algorithm by following the same idea in the paper. Moreover, the other methods
mentioned above can be used for solving symmetry-classification problems [34]. Here, we just give an alternative
method for solving symmetry-classification problems.
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